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Abstract

This paper describes our efforts to investigate factors
in user browsing behavior to automatically evaluate Web
pages that the user shows interest in. We developed a client
site logging tool to monitor and log the user’s browsing be-
havior. We performed user experiment using ten partici-
pants to collect the browsing behavior, and evaluated the
behaviors by performing classification learning using C4.5.
We generated common user browsing behavior rules and
evaluated these common rules against the individual par-
ticipant data. This paper reports those findings.

1. Introduction

In recent years, systems enabling Web personalization
for individuals have gained particular attention from com-
mercial companies such as My Yahoo 1, and Google Per-
sonalized Search 2 and researchers. Web personalization
can be described as actions “that make the Web experience
of a user personalized to the user’s taste” [4]. Most previ-
ous research and tools for Web personalization have relied
upon overt methods of asking users for their answers in or-
der to construct user profiles. Building a user profile that
adapts to a user’s daily interests is a challenging task. This
is because it is hard to predict which Web sites most in-
terest the user without asking the user to interact explicitly
with the system. A user must interact with the system ex-
plicitly and tell the system each time a webpage is relevant
to the task or not. This is laborious; it requires time and
inclination, and users often forget to notify the system. A
less intrusive approach to the construction of user profiles is
required.

With this in mind, this paper proposes a new method of
automatically discovering and judging user interest based

1http://my.yahoo.com/
2http://labs.google.com/

on user browsing behavior. User browsing behavior is
defined here as the habitual actions performed by users
when browsing or searching, such as clicking links, book-
marking, printing or selecting text, and so on. If we can
detect and learn these patterns of user behavior, we can use
these tendencies to perform automatic page evaluation with-
out placing any burden on the user. We are also hypothesiz-
ing that user browsing strategies and habits do not change
greatly over time. Furthermore, we believe that browsing
behavior is unlikely to change even if a user is browsing in
a different language environment, which means a language-
independent method of evaluating Web pages can be con-
structed. By using this method, we believe that a highly
accurate automatic self-constructed user profile can be cre-
ated. This study is similar to the work done by Fox et al [5];
however, the scope of their work was restricted to search
engine result pages and subsequent clickthroughs. The ap-
proach of building a customized browser is similar to Clay-
pool’s Curious Browser [3]; however, we focus on keeping
the browser as similar as possible to Internet Explorer.

Starting from these considerations, we undertook con-
struction of the GINIS Framework[13]. We used the GINIS
Framework to conduct experiments with ten participants.
This is a follow up work to our previous work which can be
found in [13, 14, 15]. This paper does not present in detail
all the ideas behind this research. For better understanding
of this work, ideas on building the client side logging mech-
anism can be found in [13], and the statistical evaluations
and the rules generated can be found in [15].

This paper focuses on evaluation of the common rules
generated using C4.5. We evaluated in detail the rules gen-
erated from the collected data and tested the rules with test
data from each individual user. We generated common rules
using all ten participant’s data, and used each participant’s
individual data to test the fitness of the common rules. Fur-
thermore, we generated common rules for five participants
(participants A-E) and tested the generated rules against the
other five participants (participants F-J) , and vice versa.
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2 Current Practice and Research

2.1 Web Navigation

In the field of Web navigation, many previous studies
were based on data found in server logs for analyzing var-
ious aspects of user navigation. However, data available
in server logs only shows user behavior for a single site,
and it is difficult to collect and aggregate all the logs to dis-
cover common rules of user behavior. Shahabi and Chen
[11] have pointed out that Web server logs might be inac-
curate because Web usage data from the server side are not
reliable.

Little research has been done relating to client side web
navigation. One of the latest studies is the work presented
by Weinreich et al [16]. Weinreich focused on three aspects
of Web navigation: changes in the distribution of navigation
actions, speed of navigation, and within-page navigation.

2.2 Personalization

Personalization is the process of presenting the right in-
formation to the right user at the right moment [12]. In
most cases, personalization begins with building a user pro-
file based on user interest. Interest data can be collected
either explicitly by asking for feedback from the user re-
garding preferences or implicitly by observing user behav-
ior, such as time spent reading a Web page. Research such
as Chaffee’s[2] proposes building user preferences automat-
ically by studying user browsing history.

2.3 Implicit Feedback

Implicit feedback techniques unobtrusively obtain infor-
mation about users by observing their natural interactions
with the system [7]. The user behaviors most extensively
investigated as sources of implicit feedback include reading
time, as well as saving, printing and selection behaviors.
The primary advantage to using implicit techniques is that
such techniques remove the user burden from providing ex-
plicit feedback [6].

Morita and Shinoda [8] investigated reading time as a
feedback factor, Seo and Zhang [10] considered user brows-
ing patterns, and Kelly and Belkin [7] investigated the use
of reading time and scrolling as an indication of relevance.
Fox et al. [5] found that dwell time, position, scroll count,
and exit type are predictive actions of relevance judgments
for individual Web pages and that dwell time, number of
results listings, and exit type are more predictive of overall
session satisfaction.

However, there are many other user browsing behaviors
to consider. This point remains in question, continuing to
motivate research towards its resolution.

3 Methodology

When browsing or searching the Web, we interact with
the browser’s user interface. For example, we print, save,
bookmark, move the mouse, click a link, and so on. We
use the term navigation action here to describe the indi-
vidual “components” of user behavior in performing ac-
tions using the browser directly. We use the term user be-
havior to describe the result achieved by performing these
navigation actions. For example, the navigation actions
“Hit Backspace Key,” “Click Back Arrow on Menu,” or
“Use Back Button on Mouse” all constitute the same “Move
Back” user behavior.

A preliminary study was first made, monitoring one
user’s browsing behavior using video and screen shot cap-
tures. After carefully studying these screen shots and taking
into consideration the technical programming restrictions,
we chose around 40 specific user behaviors and 70 naviga-
tion actions and built a monitor for the browser. The log-
ging attributes were designed based on the work presented
by Catledge and Pitkow [1], with some additions.

During the experimental stage, we gathered this infor-
mation at the navigation action level, after which we pre-
processed the log and construed user behavior. So, for ex-
ample, if a user performed “Click Somewhere on Browser”
and “Drag Mouse while Holding Left Mouse Button” navi-
gation actions, this would be collectively recorded as “ Text
Highlight.”

The experiment for collecting user behavior was divided
into two separate parts. The first part was the learning part,
during which the users were prompted to answer every time
a “Next Page” navigation behavior was undertaken (by us-
ing any navigation action to move from a page to a new
page). On this questionnaire, users could choose “like,”
“dislike,” or “unknown” in regard to the page indicated. The
default answer was set to “unknown,” as users tend to click
without really considering the question whenever they are
busy with deadlines etc.

The learning engine refined the logs from the raw log
database and stored it in the Behavioral Database (BDB).
Classification learning (building a decision tree using C4.5)
was performed based on the information from the BDB,
and user interest rules were created and stored in the Rule
Database (Rule DB). During the testing stage, the predic-
tion engine compared the user’s new behavior with the be-
havioral patterns stored in the Rule DB, and the user’s im-
plicit interest in a particular page was predicted based on
this comparison. Figure 1 show an overview of the steps of
the system built for this research.

The GINIS Framework consists of four main modules:
a client interface to detect and log user behavior (the
browser), a database to store the user log information (the
raw logger), a learning engine, and a prediction engine.
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Figure 1. Overview of GINIS Frameworks

4 Experiments and Results

4.1 Overview

We conducted systematic experiments using the GINIS
Framework with ten participants (6 male and 4 female) to
gather data in order to discover new rules linking user be-
havior and interest. C4.5[9] was used as the classification
algorithm. Verification was performed using the 10-fold
validation method. The total number of behaviors logged
from the users was 64,312. There was an average 5.2 user
behaviors per page, with the total visited pages during this
experiments being 12,368 pages.

After gathering all ten participants’ behavior logs, and
removing the instances of inconsistency, C4.5 classification
learning was performed. The C4.5 error rate was set at 25%.
Here, a “case” means a set of user behaviors or navigation
action data and the evaluation of the Web page when such
behaviors take place. The term “inconsistency” means that
the cases of training data have the same type of behavior
occurrence but different kind of user evaluation.

4.2 Classification Learning and Rules

As a result, 2249 cases were used as training data, and
within these 1885 were judged as “of interest” and 364 were
judged as “not of interest” by the user. Of these evalua-
tions, 2005 pages (89.15%) were correctly classified, and
244 pages (10.85%) were incorrectly classified.

Twenty-six rules were output in total by C4.5. Five of
these were found to be rules governing “of interest”, and
21 of these were rules governing “not of interest.” The de-
fault class was “of interest”. Details of generated rules are
not shown due to lack of space. Statistical evaluation of
the generated rules can be found in our previous work [15].
This workshop paper focuses on evaluating the fitness of the
generated rules.

To further the evaluation of the generated rules, we per-
formed fitness evaluation using two different methods. The

first method is by generating common rules using data from
all ten participants and testing the fitness of generated rules
with each individual participant’s data.

However, since evaluation of the test data was performed
with the basic data used to create the rules, other methods of
evaluation are required. We furthered the evaluation of our
experiment by building new rules using five participants’
data and evaluating the rules’ fitness with the other five par-
ticipants’ data. This evaluation process was divided into
two parts. The first part was where the rules using the C4.5
classifier system was generated using participants A-E and
tested against participants F-J. The second part was where
the rules were generated using the data of participants F-J
and tested against participants A-E.

Figure 2 indicates the results of this fitness test. The
bar chart indicates the total data used for each participant
(the collected data from each participant which was used for
testing the fitness of the rules). The non-dotted line (color:
red) indicates the error value of the fitness test (in %) of
each data. The dotted line (color: green) indicates the fit-
ness of A-E data tested against the rules generated using F-J
data, and also the rules generated using A-E data and tested
against F-J data. These were combined together into one
graph due to lack of space.

4.3 Discussion

As with the first evaluation part, testing of the learning
part was performed using the same data. T resulted in high
rule fitness. An average of 11.10% rule fitness error was
obtained. As for the second part, further evaluation of new
rules generated, this resulted in average overall fitness error
of 18.02%.
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Figure 2. Testing Common Rule’s Fitness
against Participant’s Data
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5 Present Limitations and Future Work

scroll The situation and the nature of occurrence of
scrolling behavior were not considered in detail.

mouse Mouse locus data were not used to constitute be-
havior.

order The order of navigation/behavior was not consid-
ered.

session Actions and behaviors were recorded over a single
page, not over a sequence of navigation.

comparison No comparisons were made with other classi-
fication algorithms.

Considering these present restrictions, we are working
towards building more user behavior from the available col-
lected experimental data. In particular, mouse locus data
and scroll action cover almost 50% of all collected data,
and further analyzing these behaviors will result in better
user behavior creation, thus further improving classification
learning results and enabling better rule creation.

6 Conclusions

We have presented here a method to automatically detect
and log user behavior at the client-side by creating a client-
side browser. We used this framework to conduct an open
environment field study. Based on the generated common
rules from the users we conducted rule fitness evaluation.
We successfully confirmed that all the rules generated by
C4.5 classification learning algorithm have 60% or higher
fitness, where the error for all the tests was lower than 40%.
As for the average rule fitness error, in total both of our eval-
uation methods indicates that the fitness error is less than
20%. From this, we can conclude that the rules generated
using C4.5 have high fitness.
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