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ABSTRACT

In this paper, for on-line robot behavior learning, we
propose heuristics using node usage for speedup of evo-
lutionary learning, and verify the utility experimen-
tally. Genetic Programming (GP) is an evolutionary
way to acquire a program through interaction with an
environment. Since behaviors of a robot are described
with a program, researches on applying GP to robot
behavior learning have been activated. Unfortunately,
in most of the studies, the behavior learning is done
off-line using simulation, not a real robot. Because
convergence of GP is slow, and this makes operation
of a real robot quite expensive. However, since situa-
tions out of simulation easily happens in a real world,
the behavior learning with a real robot (called on-line
learning) remains very significant. Thus, in order to
make on-line behavior learning with GP practical, we
propose a novel crossover method for speedup of GP
using node usage of a program.

1 Introduction

Recently, a robot learning using Genetic Programming
(GP)[1] actively has been researched. However, un-
fortunately most of their researches use simulation, it
hasn’t been still experiment using a real robot in real
environment. As for on-line learning using a real robot,
it has been experimented to learn obstacle avoidance
behavior using GP[5].

For the efficient way to search by GP, methods us-
ing a subroutine such as ADF (Automatically Defined
Functions)[3] or MA (Module Acquisition)[2] have been
developed. These methods have the advantage that a
partial structure of a solution can be preserved from a
destructive crossover.

However there isn’t attempt to improve a destruc-
tive crossover in itself, and crossover points are de-
termined randomly. In a case of using a conditional
sentence like a If-sentence in GP, we observe the dif-
ference among nodes (functions) in frequency of usage.
Only a part of nodes is used very often, and the other
is hardly executed. Also this tendency keeps without
the extreme change of an environment. It is significant
that if crossover points are determined in nodes of low
usage frequency both in parents, the crossover does
not influence to children’s behavior. Thus we consider
the effectiveness of crossover depends on the usage fre-
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Figure 1: Distribution of node usage frequency.

quency of the crossover points.

Hence we propose a novel crossover using the usage
frequency of nodes.

We develop three crossover methods: a crossover
with crossover points in two nodes having high usage
frequency, a crossover with crossover points in a node
having high usage frequency and a node having low
usage frequency, and a crossover with crossover points
in two nodes having low usage frequency. We apply
three crossovers to on-line behavior learning of a real
mobile robot Khepera in two tasks: obstacle avoidance
and box-pushing, and make systematic experiments for
investigating the efficiency of learning. As a result, we
found out our approach is promising for speedup of
on-line behavior learning using GP.

2 The method of crossover depending on the
usage frequency of a node

2.1 The usage frequency of a node

In this study, we defined the number of the usage of
nodes as the usage frequency of nodes. First of all, we
studied that the usage frequency of nodes varied each
a node by a preliminary experiment. We experiment
that a mobile learns box pushing behavior. Fig.1 shows
the usage rate of nodes(18th individual, 21st genera-
tion) learn by the experiment. A height(a column) of
nodes show the usage rate of nodes. the usage rate of
nodes calculated A right tree is chosen by I F_A which
is the first condition divergence sentence by this fig-
ure in the case of most, and a left tree is hardly used.



Like this, it knows the thing that the big difference
comes out to the usage rate by the node. The node
used by using the condition divergence used for the
non-terminal sets of GP well in this environment, and
the node which isn’t used are made. Therefore it can
be thought to be the results that it is accumulated.
So far as there is no big change of the environment,
the node which isn’t used by that condition divergence
means that it isn’t used after that as well as for this
thing. It pays attention to the correlation with the us-
age frequency and the experiment environment of that
node, and aims at improving learning efficiency by in-
cluding it into heuristic of the crossover operation by
this research.

2.2 The crossover depending on the usage fre-
quency of a node

The usage rate of nodes is calculated with the following
formula. m
rr =
! Ninaz

The usage frequency of the node m in the individual i,
Npaz are the maximum number of the node with R[*
with the usage rate of the node m in the individual 1,
C7 in the population here. In most research of GP,
the case that an crossover point is decided at random
like one-point crossover in Genetic Algorithm is most
about the crossover operator. We call general crossover
methods like that as random crossover. We prepared
for the following three setups that crossover probability
was changed by the usage rate of the node.

1. The setup of increasing the crossover probability
with high node of the usage frequency and low
node(The crossover function 1 : H1)

2. The setup of increasing the crossover probability
with high nodes of the usage frequency(The crossover
function 2 : H2)

3. The setup of increasing the crossover probability
with low nodes of the usage frequency(The crossover
function 3 : H3)

Crossover function 1 The following formula is made
an evaluation function to increase the crossover prob-
ability at a low node and a high node of the usage
frequency.
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Z Hmn
)
Where H1%, . are the crossover probability that node

m of the individual 4, j, n become the points of the
crossover with H!/ here. The landscape is shown in
Fig.2.

Figure 3: Crossover func-
tion 2(H2).

Figure 2: Crossover func-
tion 1(H1).

Figure 4: Crossover function 3(H3).

Crossover function 2 The following formula is made
an evaluation function to increase the crossover prob-
ability with high nodes of the usage frequency. The
landscape is shown in Fig.3.
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Crossover function 3 The following formula is made
an evaluation function to increase the crossover prob-
ability with low nodes of the usage frequency. The
landscape is shown in Fig.4.
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The experiment which two tasks were different from
was done to examine the effect of each evaluation func-
tion by using these evaluation functions. Each is made
the Exp.A, the Exp.B, and it explains in the following.

3 Setup of the Exp.A and Exp.B

3.1 An environment and task

We made experiments with a standard autonomous
miniature robot Khepera. It is equipped with eight
infrared proximity sensors. The mobile robot has a
circular shape with diameter of 6 cm and a height of 5
cm. It possesses two motors and on-board power sup-
ply. The motors can be independently controlled by



Table 1: Parameters of GP(Obstacle Avoidance).

Obstacle Avoid- | Box Moving
ance
Terminal Forward,Right,Leftf Forward,Right,Left
,Right_Round
,Left_Round
Function IF Front,IF Right | IF_Front,IF_Right
JF _Left,IF _Back | ,IF_Left,IF _Back
,Prog3
population | 50 40
size
step 50 60
selection tournament
method
tournament 4
size

a PID controller. The eight infrared sensors are dis-
tributed around the robot in a circular pattern. They
emit infrared light, receive the reflected light and mea-
sure distances in a short range: 2-5 cm. The robot is
also equipped with a Motorola 68331 micro-controller
which can be connected to a computer via serial cable.

First, the experiment of the obstacle avoidance was
done in the Exp.A to examine the effect of each evalu-
ation function. Obstacle avoidance is a comparatively
easy task because an answer can be expressed by map-
ping of the behavior toward the condition. Therefore,
it is suitable for comparing the effect of the above-
mentioned 3 setup. We prepared for 2 obstacles of the
cube on the table of the flat rectangle of 110cm x 90cm,,
and installed the wall made of the white plastic board
surrounded by them.

Next, the task of the acquisition of the box pushing
behavior was done by using the evaluation function
2 that good results came out from the results of the
Exp.A. This is an Exp.B. An light source and the box
of the cube made of the transparent plastic board on
the table of the flat rectangle of 110cm x 90cm were
put, and the experiment of the acquisition of the box
pushing behavior was done from two initial positions
where it varied in this environment in the light source
direction.

A function like Table.1 was designed in the terminal
sign of GP and the non-terminal sign.

4 Measures of the Exp.A and Exp.B

We divided an experiment into test phase with training
phase. A robot learning in training phase, and the
best individual which it could get in that process was
evaluated again in test phase. As for the experiment A,
a robot does learning through the a series of behavior.
It begins in the initial position from the place where it
is different every time for that reason.

It was arranged with the training at random in two

initial positions, and learning was done and evaluated
about those two places with the box push of the Exp.B
by the test. We built the system of GP based on the
evolution algorithm [4][5]which Nordins were using as
the system of this research.

That procedure is shown in the following.

1. Select four arbitrary programs from the population.

(a) Run each programs, and read proximity and
light sensors.

(b) For each of calculate a fitness value F'.

2. Make two offspring of the two individuals with high-
est fitness and let the copies be subject to crossover
and mutation. The following heuristic is carried out
in the case of crossover.

(a) For the combination of all nodes of two indi-
viduals calculate evaluation value HY .

(b) Calculate the H1% (orH2¥ ~H3U ) crossover
probability on the combination of all nodes
from evaluated value.

(c) Decide crossover points using the roulette strat-
egy.

(d) Carry out crossover in the decided point, and
make two new offspring.

3. Replace the two individuals with worst fitness with
the two new offspring.

4. Repeat step 1 to 4.

We did an experiment about the random crossover
and this technique which the crossover function 1,2,3
by using this procedure respectively.

5 Acquisition of Obstacle Avoidance
Behavior:Exp.A

First, the experiment of the obstacle avoidance was
done as the Exp.A to examine the effect of each eval-
uation function.

5.1 Fitness function

An fitness function was defined as follows.
Fstqg = aSmaz + 810 — my| + |10 — ma| + |m1 — ma|)

1 . Fadj
—_ Fitness : F' = ———
1 + Fstd

p
> Fa
i=0

Smaz Teturns the biggest value (0 — 1023) in eight
proximity sensor value here. Moreover, m; and msy
shows the speed of the left wheel and the right wheel
respectively, and takes binary here —10—10. Big value
is taken, and this function lowers evaluation as much
as to be close to the obstacle. Big value is taken, and

Fadj =
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Figure 5: Ave. of fitness: H1.
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Figure 6: Ave. of fitness: H2.

evaluation is lowered when a robot turn at fixed point
without advancing. Fitness Fy;; obtained this exper-
iment at population size p times. We use the results
which normalized Fy;q and made the best value 0.0 as
fitness F. «a, 3 were coefficients, and it used a = 1.0,
8 = 10.0 this time.

6 The results of Exp.A

6.1 Comparison with Random Crossover:Average

of fitness

The experiment is made ten times by changing seed
using crossover function 1,2 and 3, and we obtained
the average of the mean value of the fidelity in the
training. And, compared with the experiment using
random crossover. Furthermore, the standard devia-
tion of the experiment is shown every 4 generation in
the graph. Fig.5 shows the change of average of the
mean of fitness every generation in the experiment us-
ing crossover function 1 and random crossover. Fig.6
shows the change of average of the mean of fitness every
generation in the experiment using crossover function
2 and using random crossover.
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Figure 7: Max. of fitness: H1.
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Figure 8: Max. of fitness: H2.

It was not the difference about the mean of adapta-
tion of population using random crossover very much.
This technique shows that the whole search of the
group lacks an influence very much in this.

6.2 Comparison with Random Crossover:The
best of fitness

We obtained the change of every average generation of
the best value of fitness in the experiment. It com-
pared with the experiment using random crossover.
Furthermore, the standard deviation of the experiment
is shown every 4 generation in the graph. Fig.7 shows
the change of average of the mean of best fitness every
generation in the experiment using crossover function
1 and using random crossover. The best value gets the
high value of the evaluation in the generation whose it
is early. It is found clearly that the crossover of the
learning efficiency which it is all right as for is done by
giving it evaluation gradually. Fig.8 shows the change
of average of the mean of best fitness every generation
in the experiment using crossover function 2 and using
random crossover. The best value got a little higher
value than the method of random crossover with the



Figure 9: The moving locus(Ex.2, Gen.20).

generation whose it was early. However, it caught up
in around the generation 10, and got the value that
the method of using random crossover was better af-
ter that. The experiment which the crossover function
3 was used for showed worse value than before. As
for the crossover with nodes which aren’t used, it is
found that it makes efficiency worse as for the search
of the best value. Test value didn’t almost change with
before.

Fig.9 shows the example of a locus which a robot
actually moves by using the evaluation function 1. This
figures are the moving locus of the robot by the pro-
gram which it gets with the generation 20 of the done
Exp.A by using the evaluation function 2. When the
robot seems to knock against the obstacle and the wall,
it converting the direction without colliding and the
evaluation has been given at generation 20. We did an
experiment about three setups which made crossover
probability change by the usage probability of a node
by the task of the obstacle avoidance. It was evaluated
about the mean of a degree of adaptation, the best
value, the test value respectively toward three evalua-
tion functions. As for the evaluation function 3, bad
value was shown if it was the same in comparison with
the method of using random crossover. Crossover with
low node of the usage frequency didn’t appear in the
expression type easily. Therefore, this showed low eval-
uation as results as for the easy task when it was com-
pared with the method of using random crossover. The
graph showed a high evaluation respectively compared
with random crossover about the evaluation function 1
and 2. This thing shows that this technique is effective.
Moreover, when we observed the behavior of the robot
which is an expression type, it was observed that the
behavior which an evaluation function 2 was a little ex-
cellent about when it is compared with an evaluation
function 1 was shown. The results of our experiment
clearly shows that this technique was effective.
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Figure 10: Average of best-of-gen fitness(Ex2).

7 Exp.B:Acquisition of box pushing behavior

We experimented about acquisition of box pushing be-
havior by using crossover function 2 with a good eval-
uation from the results of the Exp.A.

7.1 Fitness function

We defined a fitness function as follows.

n n n
Fag=aY ui+BY vi+7Y w
=1 =1 1=0

1 Floai
_ Fitness : F' = p—d]
1+ Fyq Z 7

adj
1=0

where u; Jv; and w; takes binary here 0,1. u; evaluated
the ith terminal sign and 1 is returned, when there
was a reaction in the infra-red proximity sensor of the
front this time. wv; returns 1 in the same way when
there was a response in the ambient light sensor in
front in addition. w; returns 1 when a box is pushed
in addition.

Fogj =

8 The eesults of Exp.B

8.1 Comparison the crossover fitness 2 with
Random Crossover:The best fitness

Fig.10 shows the change of average of the mean of fit-
ness every generation in the experiment using crossover
function 2 and the method of using random crossover.
This graph shows generally high evaluation in compar-
ison with the method of using random crossover. As
for this experiment, it is a difficult task to solve it by
mapping of the behavior toward the condition. And,
it increases in the 8x8 condition from 8 condition in
the Exp.A even if sensor value is shown by adding the
general idea of the light source direction by 2 value
simply. It increases by 1 condition 1 behavior in the
8% 8 condition from 8 condition in the Exp.A even if a



Figure 11: The moving locus(Ex2,Gen19).

thing to solve shows sensor value by adding a concept
of the light source direction in addition to the difficult
task by 2 value simply. This thing made the search of
the answer of the task a difficult thing, and a difference
became easy to appear by the crossover being used as
the operation for the master conversely as results. It
faces the problem of the acquisition of the best value,
and it can think with the results which effect appeared
in. A mean and test value showed the value which
didn’t almost change with before.

Fig.11 shows the example of a locus which a robot
actually moves by using the evaluation function 2 in
the Exp.B. A box is pushed, and it loses sight of a
box soon for the first time as for the behavior of the
robot of the generation whose it is early, too. This
is so that it can’t take suitable behavior when it is
here with the program adapted to the change in the
environment having not been made yet and a robot
leaving a box. The robot of the generation 20 changes a
direction when it is understood that a light source is in
the left though it faces in the light source direction and
a box is being pushed a little to right. It is understood
more than this thing that the program which adapt
with that change is being made with recognizing the
direction which the light source direction and a box
touch.

We did an experiment by using the crossover func-
tion 2 the behavior acquisition of the robot could be
thought to be done better more than the results of the
Exp.A by the task of the box push behavior again, and
compared that results with the method of using ran-
dom crossover. It was compared with the method of
using random crossover in the best value, and it could
get high evaluation with the generation whose it was
early, and the effectiveness of this technique became
clear as that results.

9 Conclusion

This paper proposed the novel crossover technique de-
pending on the usage frequency of a node. We had
the experiment on-line learning which an actual robot
was used for with the system which this technique was

applied. When the crossover function 1 and an evalu-
ation function 2 in this study were used, the operation
whose learning efficiency was very good could be done
in comparison with random crossover as a result of the
experiment. The validity of this method and its good
performance are confirmed through the experiments.
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